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ABSTRACT
Generative image AI has sparked heated discussion among creative
professionals. However, how it might be a tool for design practice is
understudied, and it is not yet understood how designers may find
image AI helpful across the stages of design practice. To address
this, our preliminary study explores how designers use generative
image AI accompanied by design sketches to inform early-stage 3D
design. Further, we also examine the perceived limitations of text-
to-image models. To do this, we recruited 11 Architecture graduate
students with a median work experience of 2 years. Participants
completed a design task using generative image AI packages and
incorporated design sketches as inputs. The study findings provide
insights into how image AI can or can not be a valuable resource for
architectural design practitioners. Further, findings suggest possible
directions for future image AI-assisted design tools and workflows.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI; •
Applied computing→ Computer-aided design.
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1 INTRODUCTION
The high-performance outcome of diffusion models (like Dall·E 2,
Midjourney, and Stable Diffusion) has sparked heated discussions
about the negative social issues of generative image AI (also known
as "AI image generation models" or "AI image generators") [4, 10].
But how can image AI can be a resource for design practice and
where does it belong in design tooling? Sometimes image AI’s out-
come may not suit the real-world purpose (like the manufacturing
feasibility, user’s common expectation, etc.), which could result in
designers perceiving image AI as a less helpful design tool. Recent
research has used image AI to inform 3D sculpture building [11]
and to reflect on how it can mediate, shape, and ’make strange’ cre-
ative processes [14]. Much of this work focuses on computational
methods and platforms that enable generative image AI to be more
reliably used as a productive design tool. For example, ControlNet
[15] significantly reduces the non-deterministic outcome of gener-
ative models by allowing designers to provide a sketched outline
as an input to image generatation. Qiao, Liu, and Chilton similarly
note that image input can improve subject representation when
using image AI for generating art [9].

With AI tools becoming more available to designers, we were
interested in examining how design sketching within an image AI
generation workflow can be valuable to designers. More generally,
we sought to uncover how image AI might augment design prac-
tice. To do this, we conducted experiments with 11 architecture
students, assigning them to the same design task and using design
sketches as the input for image AI. Our preliminary findings show
that image AI accompanied by design sketches is valuable for in-
forming early-stage architectural design as it helps generate more
design directions. The findings also shed light on the challenges
of incorporating image AI for design purposes and future image
AI-based design tooling directions.

2 RESEARCH BACKGROUND
Generative AI as a source of creativity support has gained popu-
larity in recent years[8]. Emerging research has demonstrated the
potential of generative AI models in providing creative writing
suggestions [5] as well as in generating advertisement posters [3],
illustrative images for news [7], and graphical user interfaces[16].

254

https://orcid.org/0000-0002-6868-2285
https://orcid.org/0009-0006-8467-2577
https://orcid.org/0000-0001-6482-420X
https://orcid.org/0000-0002-1824-0243
https://orcid.org/0000-0001-7193-006X
https://doi.org/10.1145/3591196.3596820
https://doi.org/10.1145/3591196.3596820
https://doi.org/10.1145/3591196.3596820
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3591196.3596820&domain=pdf&date_stamp=2023-06-19


C&C ’23, June 19–21, 2023, Virtual Event, USA Zhang et al.

Generative image AI has simultaneously garnered much public
interest, as the fidelity and versatility of the diffusion model’s out-
comes, as compared with VAE and GAN, are unparalleled. To better
utilize image AI, researchers are developing guidelines for prompt
engineering [6], proposing textual inversion techniques [1], and
forming design guidelines for image AI applications [13].

The high-fidelity outcomes of image AI illustrate many potential
applications in 2D design tasks. However, generative 3D design
approaches are still in development. Two major barriers to high-
performance generative 3D design are a lack of a large 3D dataset
and the computation power required to achieve a satisfactory and
deterministic result. GET3D [2] model’s performance on generative
3D textured meshes is impressive. However, it’s still far from the
quality needed for applications in product design and architecture
domains. Such applications would require the high-accuracy non-
uniform rational B-spline (NURBS) widely used in 3D modeling to
guide the following manufacturing and building purposes. There
are, however, intermediary approaches that can be explored. For
example, recent work has explored the possibility of utilizing gen-
erative 2D image AI to inform 3D sculpture-building practice [12],
which is the approach we take for our study.

3 STUDY DESIGN
We recruited 11 participants with a background in architecture for
the study. Each session lasted around 75 minutes, consisting of
10 minutes of an introduction, 45 minutes of design work, and 20
minutes for a debrief interview. Before the study, all participants
signed a consent form approved by our institution’s IRB. Partici-
pants were compensated with a USD $15 gift card. We recruited
participants using word of mouth, posters around campus, and an
advertisement via an email list. Our inclusion criteria were: the
participant must be proficient in English while having at least three
years of Architecture-related study or work experience.

Each study session consists of three sections:
Introduction Section: The 10-minute introduction section fa-

miliarized participants with the study and the AI tool. We first
reviewed an introduction document (which includes the instruc-
tions for using DreamStudio) with the participant. After which,
the participant used the Procreate 1 package — a software tool for
digital painting - running on an iPad to sketch a mug, upload it to
the AI platform — the DreamStudio 2 image AI website —, generate
variations, and then download an image output back to the iPad to
overlays additional sketches upon. This was intended to highlight
the opportunities for iterative sketching with generative AI tools.

Design Section:Once introduced to the generative AI workflow,
we assigned each participant the same design prompt:

You are an Architect, and your client is a famous hotel
brand. They need to build a new hotel near the sea. Think
about your favorite architectural styles and design this hotel.

The participant used the design section to prepare a design with
the sketch-AI generation workflow described in the Introductory
section. The participant was asked to use this iterative process
until either they were satisfied with the design or reached the time
limit of 45 minutes. We observed their interactions (see Figure 1)

1Procreate: https://procreate.com
2DreamStudio: https://beta.dreamstudio.ai/dream

and captured input prompts, input sketches, and generative image
outputs during this section.

Interview Section: After that, we proceeded to a 20-minute
semi-structured interview section. The four open-ended questions
that guided discussion are provided (see Appendix subsection A.2).
This debrief interview probed their experience with the design
process, challenges encountered, opportunities to improve AI in-
teractions within the AI sketching workflow, their willingness to
incorporate image AI into their real workflow, and the relation-
ship of image-AI to their current practice. The interview was audio
recorded, transcribed, and coded using affinity diagramming.

During the session, we provided guidance to participants when
they asked for help or got stuck in the design process. Guidance
included suggesting variations to their prompts and/or ways they
could adjust the parameters. It is important to note that P1, P2, and
P3 had difficulty using DreamStudio to prepare variations of their
iPad sketches. These participants did not receive enough variations
because of DreamStudio not functioning correctly, because of the
prompt used, or because of the input parameters. To address this,
we highlighted relevant instructions provided in the introduction
session and contained supporting document as needed.

Appendix subsection A.1 offers a table containing the partici-
pants’ final designs, their time on task, and the prompt used to
prepare this outcome.

4 STUDY FINDINGS
We next present findings based on insights from the interview data
and from the observational data collected during the design task.

Figure 1: Design evolution throughout a session. P6 (left)
navigates possible variations and refines the design (right).

4.1 RQ1: What Works Well for Designers
4.1.1 AI helps generate inspiration and develop concepts. Most par-
ticipants found the AI workflow offered a potentially useful source
for finding design inspiration within early-stage design processes.
P5 remarked that they thought that "it generally works pretty good
for the, for the sketches, because the sketches are still like very, I would
say, a very open part of it... you can see the ideas keep evolving.". Al-
most all participants also appreciated that using image AI could also
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Table 1: Participants demographic information

ID Gender Age
Years Degree Level Domain

Design
Sketch
Frequency

Study
Exp.
Years

Work
Exp.
Years

P01 F 24 Masters Computational Design On a monthly basis 6 2
P02 F NA Masters Architecture Several times a month 7 5
P03 F 25 Masters Architecture On a monthly basis 6 2
P04 M 28 Masters Advanced Architectural Design On a daily basis 6 5
P05 M 25 Masters Computational Design Several times a week 6 3
P06 M 24 Masters Computational Design Several times a month 6 0
P07 M 26 Masters Computational Design Several times a month 5 1.5
P08 M 32 Masters Computational Design Several times a week 6.5 9
P09 M 33 PhD Computational Design On a daily basis 11 3
P10 F 34 Masters Computational Design I seldom sketch 6 8
P11 F 24 Masters Urban design Several times a week 7 1

quickly produce a lot of variations of early-stage work, allowing
them to quickly expand the design space and design possibilities.
For example, P6 noted: "I think it works really well in providing
you with some different possibilities. So it’s, I think it’s a really
great brainstorming and... concept development tool."

4.1.2 Designers think AI enhances design sketching . Many par-
ticipants (P3, P5, P8) favor AI’s ability to transition designs from
low-fidelity to high-fidelity outcomes by converting their drawing
into a more realistic picture. P3 described how "If you give a basic
render, and then you just type in some commands, it improves the
quality of the image a lot more, which I’ve seen quite a bit of people
doing (P3).". P5 mentioned that AI tools help to create a uniform
style across images. During the design session, P5 sketched some
rough overlay on the image to represent the helicopter in the sky
and the boat in the sea. After sending the rough sketch back to
DreamStudio, they get an image with the hotel, the helicopter, and
the boat in it, all in a similarly rendered style (see Figure 2). Con-
ventional approaches to doing this within traditional practice could
take considerably longer. P5 explained to add one extra element
(like the helicopter) to the existing picture would have needed them
to search the internet, find a reference image with similar perspec-
tives and styles, and then use software like Photoshop to add the
element manually. The image AI helps blend and integrate elements
into the scene. In this way, it could also reduce time-intensive tasks
in design conceptualization. P8 remarked that "this is actually some-
thing that enhances the sketch. So I was surprised...I think that’s a
desirable sketch quality that I never really even asked for."

4.2 RQ2: What Challenges Do Designers
Encounter

4.2.1 Designers found understanding how to adjust the parameters to
meet their goals confusing. The first three participants encountered
the same challenge: the AI did not create outputs with enough
variation based on the sketch input. P2 discussed how the AI “was
just giving the same drawing back to me. So maybe it’s the way I do
it? I’m not sure why that didn’t work quite well.” We observed that
it was often unclear to the participant if this lack of variation was

a result of their misconfiguration of the generative input (e.g. not
setting the parameters correctly) or if it problem lay with the AI
itself. For example, P1 explained "when I adjust the steps it takes
before it generates... before it outputs, they’re still identical. So I was
quite confused as to why this happened."

4.2.2 AI does not understand design domain knowledge. Three par-
ticipants (P4, P6, P9) mentioned wanting the AI to better interpret
domain-specific terms for architecture. P6 specified in the prompt
that they needed that building to be “with tectonics facade.” This
term would be known and understood by an architectural designer,
but the participant did not get the expected outcome with AI as
the tectonics structure was not on the facade, but placed elsewhere
on the form. P6 instead used Procreate to draw an overlay that
helped overcome this AI interpretation challenge. P4 expanded on
this issue discussing that “[a] designer will know what that means
in terms of form that has like a bio-metric or bio-mimicry term to
it, but the computer does not know what, what does that mean in
terms of geometry.”

4.2.3 AI generates surreal images that are not suitable for architec-
tural purposes. It was common that the AI would result in images
that were unrealistic or impossible to construct. P1 and P5 explic-
itly mentioned that they are getting images that are not feasible
in real-world contexts. For example, P1 received a building with
roof tiles on the floor: "... when I was looking at those images, I said,
Oh, this is really not realistic. Because there’s something that looks
like a roof structure or a roofing material that’s actually laying on
the ground." . While P5 received images of the building on the sea
noting that "some of the images like this one might not make sense
at all." The same circumstances, namely generative images unsuit-
able for common architectural construction, were observed in other
design sessions and were equally seen to slow down and hindered
the design process.

4.2.4 The trade-off between designer’s flexibility of design intent and
perceived utility of generated outcomes. There is a trade-off between
the designer’s flexibility and the perceived usefulness of AI. P5 and
P6 input rough designs as line-based sketches, and they expressed
more satisfaction with what the model generated and appeared to
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Figure 2: Left: P4’s design sketch input. Right: AI-generated design variations

Figure 3: Left: The original input P5 uploaded to the platform.
Right: AI’s output of one uniform style

be open to the possible design directions the AI suggested. However,
P9, who had upfront defined a more clear image of the final design
output, wanted to use AI to turn the design sketch into a higher
fidelity architectural rendering. P9 was ultimately not satisfied with
the outcome as AI did not translate the sketch into the specific style
(“Renzo Piano style”) they desired (see Figure 4). “Because I have
a photograph in my brain (P9),” they found there to be a large
gap between images generated by AI and their desired image. In
contrast, those participants who were more exploratory found the
AI helped in "producing a really quick, messy idea, again, just to
convey, like, thevery loose intent and emotion of a potential project.
I think it did that well (P8)."

4.2.5 Designers lack prompting skills to coordinate with generative
image AI.. We observed that our participants had a hard time co-
ordinating with AI initially. The participants tried to “converse”
with or issue a design instruction to the AI instead of using a set
of descriptive words that the Diffusion Model could use to process
into an image. For instance, P6 began by entering “I want to make
the mug have an illustration of a yellow cat on it” and P6 failed
to get the output image that aligned with their command but rec-
ognized the mismatch: “the challenge I have is, I know that the AI
model is not really thinking the way that we comprehend things
(P6).” Although, we provided a prompt guide in the introduction
document, many designers were still inclined to use conversational
or instructive communication.

Figure 4: Screenshot of images generated by P9

4.3 RQ3: Directions for Improvement in Image
AI Tools

4.3.1 An integrated platform for direct drawing and rendering.
Participants generally saw a generative image AI platform that
integrated the sketching workflow would be useful. Participants
mentioned they don’t want to go back and transfer from the iPad
to the computer to process the image. P4 said “I don’t want to come
back to the drawing pad to do the file transfer processes. And entering
the prompt is so easy.” while P8 remarked “...if there was more of an
integrated approach to like drawing, actually just drawing on the
interface...”

4.3.2 Designers seek more fine-grained control of the image-AI.. Al-
though image input does help to reduce the uncertainty of image
AI’s outputs, many participants still expressed a desire for more
detailed control: "Maybe it needsmore detailed controls for design-
ers." P5 suggested a feature of Midjourney — the ability to set the
weight of each word in the prompt — as desirable and useful to offer
more control. P8 expressed that they were "looking forward to a little
bit more control over like partial generation"; partial generation
exists in Dall·E 2 as an in-painting and out-painting feature. P9,
who has a background in both Machine Learning and Architecture,
pointed out that model fine-tuning would be advantageous: "I can
fine-tune this Stable Diffusion model. And then I can convert a data
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image into that tone, you know, we need to fine-tune it if you want
to use a specific domain." P9 also wished for the ability to save their
model presets for future architectural design explorations.

4.3.3 Enhancing interpretation of domain-specific design terms. Three
participants (P4, P6, P9) mentioned that they wanted to have a
domain-specific AI that could better interpret architecture terms.
P4 mentioned that it would be great if they could choose different
architectural styles and generate images with those known styles
applied: “For example, you have a library of each style and a cer-
tain style of architecture, labeled by their names of architects (P4).”
P6 similarly noted “... Richard Rogers or Renzo Piano, those are the
people who are very interested in exposing the structure, exposing
tectonics. And I don’t think all the tool has the ability to identify what
was like, I mean, by tectonics, what’s the structure of those things,
but, but if like, they’re able to detect those, I think it’s gonna make it
very interesting (P6).”

4.4 RQ4: Willingness to Incorporate Image AI
Tools

4.4.1 Most participants are willing to incorporate the AI tools into
design. Most participants expressed their willingness to incorpo-
rate AI tools into their future design workflows. The first three
participants were not positive due to the obstacles they encoun-
tered; the AI failed to give them enough useful design variations.
For participants who did not have image variation issues (P4-11),
nearly all expressed a willingness to use AI in the future workflow:
“I certainly think it would enhance the design process (P8)”.

4.4.2 Where generative image AI belongs in design tooling. Partici-
pants acknowledged AI’s role in helping early-stage design explo-
ration and brainstorming (P6, P10): "it definitely will encourage me
to be more creative about the exterior design (P6)". P8 clarified that
they believe that "it’s not so much enhancing the sketching process
so much as it’s enhancing the inspiration process (P8)." However,
participants also thought it would be hard for AI tools to work
in the latter design phase when they have a clearer design idea
specified and might only need to finalize design decisions (P4, P5,
P10): “it’s not critically helpful in terms of helping you finalize the
design (P4)”. Some participants, especially participants with many
years of work experience in architecture, indicated they would
not directly share generative AI images with clients: “It’s still at
a distance from like a real go, go to your client and talk to them.
(P5)”. Firstly, they think what AI generates is not the final design
(P4). Secondly, our participants believe it may have an impact on
perceived professionalism, and they did not want their clients to
know that the images are generated by AI (D11).

5 LIMITATIONS
It is important to acknowledge that all participants in our study
are design students and have limited exposure to and experience
in professional practice. As such, findings may not generalize to
workplace settings. Additionally, seven participants are in the do-
main of computational design. As such, they may be more inclined
to adopt and explore new technologies for creative practice. Finally,
the study time was relatively short (45 minutes) and in practice,
similar tasks take place over extended time frames. This also means

that some participants, particularly those without prior exposure
to generative image AI tools, may not have had enough time to
develop competency using image AI tools during the session. Con-
sequently, additional and broader term studies are needed to better
understand designers’ needs, values, and perceptions of generative
image AI.

6 CONCLUSIONS
This study explores how designers would use generative image
AI with design sketches as the input. After experimenting with
this mixed-modality input way of working with image AI, most
designer participants expressed their willingness to incorporate
generative image AI into their current design practice, especially
in the early stages of design. Specifically, designers value using im-
age AI as it helps generate design alternatives and brainstorm new
design directions. Besides, they value image AI’s role in enhancing
their design sketches. Our study also sheds many limitations on
image AI to facilitate design practice. Specifically, image AI fails to
understand the Architectural domain-specific terms; it generates
surreal images unsuitable for construction purposes; it’s hard for
designers to render the exact design in mind. Our study suggests
that image AI can be a valuable design resource. We wish to of-
fer insights for image AI-based future design tooling and system
building, especially with images as the input.
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A APPENDIX
A.1 Table of final designs and the correlating prompt.

Notes:
*P9 used the original sketch as the final design as they were not satisfied with any AI-generated image
*P2 used an image generated directly from text input (without design sketch input) as the final design

A.2 Interview Questions
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Question
Number Topic Interview Question

Q1 The experience
1.1 Based on your experience working with AI tools, do you think the AI tools
work well? Why?
1.2 (If yes) Which aspects of the AI tools do you think works well? Why?

Q2 The challenges

2.1 Have you encountered any challenges using this tool?
2.2 (If yes) What challenges did you encounter?
How did you overcome/navigate through these challenges to get the outcome
that you wanted? Why did this outcome matter to you?

Q3 The improvement
directions

3. Based on the challenges you encountered, in what ways could AI tools
improve to better facilitate the early stages of your design processes?

Q4 Incorporating the tool
into real practice

4.1 Imagine a recent project you’ve worked on. Would you like
to incorporate the AI tool into this project and your current practice?
4.2 (If yes) Would the workflow be better or worse? What parts do you think
it will be better/worse? How would it change how you design?
(If no) Why not? Can you tell me the reason why?
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